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VIRTUAL REALITY AND/OR AUGMENTED
REALITY VIEWER HAVING VARIABLE
TRANSPARENCY

BACKGROUND

[0001] Advances in computer technology and software
have made possible the generation of richly featured and
deeply immersive augmented reality (AR) and virtual reality
(VR) experiences for users. AR and VR experiences may
merge virtual objects or characters with real-world features
in a way that can, in principle, provide a powerfully inter-
active experience. VR can augment a virtual rendition of the
real world, where the view of the real world comes from a
headset mounted camera that is projected into VR space. AR
can augment real-world images, i.e., a user can see the real
world through clear lenses with virtual projections on top.
However, because AR virtual effects are overlaid on real-
world images, conventional systems providing AR experi-
ences tend to underperform in bright daylight conditions in
which the AR effects typically appear washed out or become
too faded to provide the desired user experience.

SUMMARY

[0002] There are provided virtual reality (VR) and/or
augmented reality (AR) viewers having variable transpar-
ency, substantially as shown in and/or described in connec-
tion with at least one of the figures, and as set forth more
completely in the claims.

BRIEF DESCRIPTION OF THE DRAWINGS

[0003] FIG. 1 shows a diagram of an exemplary aug-
mented reality (AR) viewer having variable transparency,
according to one implementation;

[0004] FIG. 2 shows a diagram of an exemplary comput-
ing platform suitable for use with an AR viewer having
variable transparency, according to one implementation;
[0005] FIG. 3A shows a diagram of an exemplary dual-
mode AR and virtual reality (VR) viewer having variable
transparency, according to one implementation;

[0006] FIG. 3B shows a diagram of an exemplary dual-
mode AR and VR viewer having variable transparency,
according to another implementation; and

[0007] FIG. 4 shows a diagram of an exemplary comput-
ing platform suitable for use with a dual-mode AR and VR
viewer having variable transparency, according to one
implementation.

DETAILED DESCRIPTION

[0008] The following description contains specific infor-
mation pertaining to implementations in the present disclo-
sure. One skilled in the art will recognize that the present
disclosure may be implemented in a manner different from
that specifically discussed herein. The drawings in the
present application and their accompanying detailed
description are directed to merely exemplary implementa-
tions. Unless noted otherwise, like or corresponding ele-
ments among the figures may be indicated by like or
corresponding reference numerals. Moreover, the drawings
and illustrations in the present application are generally not
to scale, and are not intended to correspond to actual relative
dimensions.

[0009] The present application discloses various imple-
mentations of a virtual reality (VR) and/or augmented reality
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(AR) viewer having variable transparency. FIG. 1 shows a
diagram of exemplary AR viewer 100 having variable
transparency, according to one implementation. It is noted
that AR viewer 100 is depicted in a use environment
including wearer or user 110 of AR viewer 100 (hereinafter
“user 110”) having eye 112 viewing AR effects 106 and
real-world images 108. As described herein, “real-world
images” may refer to images formed from ambient light of
an AR user’s real and physical surroundings, while “AR
effects” may refer to virtual images that are rendered or
augmented by a display device to provide a desired visual
effect.

[0010] As shown in FIG. 1, AR viewer 100 includes
device 102 configured to provide AR effects 106 generated
by AR viewer computing platform 120. It is noted that a
“device” may refer to a display device worn over user 110°s
head, face, or eyes, so as to direct, project or render light for
AR effects 106 and/or real world images 108 to eye 112 of
user 110. This may take the form of a head-mounted display
(HMD) implemented as a helmet, goggles, glasses, and the
like. In addition, AR viewer 100 includes display screen 140
device 102 having user facing first surface 142 configured to
receive AR effects 106 and second surface 144 opposite user
facing first surface 142 and configured to receive real-world
images 108.

[0011] Display screen 140 also includes material 146
causing display screen 140 to have variable transparency. In
one implementation, material 146 may be provided as a
transmissive layer adjoining user facing first surface 142 or
second surface 144, or may be integrated material of display
screen 140 (as shown). For example, when implemented as
a transmissive layer, material 146 may be applied/adhered to
display screen 140 as a layer of film. When integrated with
display screen 140, material 146 may be dispersed through-
out display screen 140 in a mixture or polymer during
manufacture. In another implementation, material 146 may
be provided as a separate component that can be attached or
placed over display screen 140. For example, material 146
may be a separate visor that can manually or automatically
“drop down” from device 102 and over display screen 140.
For the reasons discussed above, material 146 will herein-
after be referred to as “material/transmissive layer 146”.
[0012] Also shown in FIG. 1 are exemplary rendering,
directing or projecting optics 104 of AR viewer 100 and
front facing camera 134 for capturing images in forward
direction 136 relative to user 110 of AR viewer 100. AR
viewer 100 may further include optional one or more
photodetectors 132 (hereinafter “photodetector(s) 1327),
and transparency control unit 130 having user interface 126
and configured to provide transparency control signal 138 to
display screen 140.

[0013] According to the exemplary implementation shown
in FIG. 1, AR viewer computing platform 120 generates AR
effects 106 and provides AR effects 106 downward toward
optics 104, which may be implemented as an angled half-
silvered beam splitter configured to redirect a portion of the
intensity of AR effects 106 to user facing first surface 142 of
display screen 140. User facing first surface 142, which may
also be half-silvered, reflects AR effects 106 backward
towards eye 112 of user 110. Eye 112 of user 110 also
receives real-world images 108 that are overlaid by AR
effects 106 to result in an optical AR experience for user 110.
[0014] It is noted that the specific optics rendering, direct-
ing or projecting scheme depicted in FIG. 1 is merely
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exemplary, and is provided in the interests of conceptual
clarity. In other implementations, other optics schemes for
merging AR effects 106 with real-world images 108 may be
utilized without affecting the novel and inventive aspects of
AR viewer 100.

[0015] As noted above, because AR effects 106 are over-
laid on real-world images 108, conventional systems pro-
viding AR experiences tend to underperform in bright day-
light conditions in which AR effects 106 typically appear
washed out or become too faded to provide the desired user
experience. AR viewer 100 addresses and overcomes this
deficiency in the conventional art by including display
screen 140 configured to have variable transparency in
response to ambient light intensity.

[0016] In some implementations, display screen 140 may
include material/transmissive layer 146 in the form of an
ultraviolet (UV) light sensitive material configured to vary
in transparency automatically in response to UV light, i.e.,
to darken in response to UV light. In those implementations,
AR viewer 100 may include device 102 configured to
provide AR effects 106, and display screen 140 including
UV light sensitive material/transmissive layer 146, but may
omit transparency control unit 130 and photodetectors 132.
Moreover, in some of those implementations, AR viewer
computing platform 120 may be provided by a modular
device, such as a smartphone or other mobile communica-
tion device that is communicatively coupled to, but not
physically integrated with, AR viewer 100.

[0017] In other implementations, AR viewer 100 may
include transparency control unit 130 coupled to display
screen 140 and configured to control the variable transpar-
ency of display screen 140. Transparency control unit 130
may monitor the ambient light intensity using photodetector
(s) 132 and/or front facing camera 134. Front facing camera
134 may be implemented as one or more RGB video
cameras, for example. Photodetector(s) 134 may include
photodiodes and/or any other suitable sensors for detecting
ambient light intensity.

[0018] For example, when transparency control unit 130
senses that the ambient light intensity has reached or
exceeded a predetermined threshold intensity, transparency
control unit 130 may output transparency control signal 138
to display 140 to cause the transparency of display screen
140 to change automatically, i.e., display screen 140 darkens
automatically so as to become less transparent. By analogy,
when transparency control unit 130 senses that the ambient
light intensity has fallen below a predetermined threshold
intensity, transparency control unit 130 may output trans-
parency control signal 138 to display 140 to cause the
transparency of display screen 140 to change automatically,
i.e., display screen 140 becomes less dark automatically so
as to be more transparent.

[0019] In implementations in which AR viewer 100
includes transparency control unit 130, display screen 140
may include material/transmissive layer 146 in the form of
an electrochromic material configured to vary in transpar-
ency in response to an applied voltage, i.e., to become more
or less darkly tinted in response to the applied voltage. Thus,
in those implementations, transparency control signal 138
may be a voltage signal applied to display screen 140 by
transparency control unit 130.

[0020] In some implementations, transparency control
unit 130 may be configured to adjust the variable transpar-
ency of display screen 140 based on an input received from
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user 110. For example, user 110 may utilize user interface
126 to vary the transparency of display screen 140 manually.
Moreover, in some implementations, user 110 may utilize
user interface 126 to calibrate the transparency of display
screen 140, for example by manually setting a preferred
default or baseline transparency level for display screen 140,
i.e., the user preferred default or baseline transparency level
of material/transmissive layer 146. User interface 126 may
be touchscreen or voice activated, or may be implemented as
a mechanical device such as one or more buttons, dials,
switches, or sliders, for example.

[0021] FIG. 2 shows a diagram of an exemplary comput-
ing platform suitable for use with AR viewer 100 having
variable transparency, according to one implementation. As
shown in FIG. 2, exemplary AR viewer computing platform
220 includes hardware processor 222, and memory 224
implemented as a non-transitory storage device storing
transparency control application 250 and AR effects engine
254. As further shown in FIG. 2, AR effects engine 254
generates AR effects 206, and transparency control applica-
tion 250 generates tint signal 252. Also shown in FIG. 2 are
display screen 240, transparency control unit 230 coupled to
display screen 240, and transparency control signal 238
output to display screen 240 by transparency control unit
230.

[0022] Display screen 240, transparency control unit 230,
and transparency control signal 238 correspond respectively
in general to display screen 140, transparency control unit
130, and transparency control signal 138, in FIG. 1. That is
to say, display screen 240, transparency control unit 230, and
transparency control signal 238 may share any of the char-
acteristics attributed to respective display screen 140, trans-
parency control unit 130, and transparency control signal
138 by the present disclosure, and vice versa. Thus, like
display screen 140, display screen 240 includes user facing
first surface 142, second surface 144 opposite user facing
first surface 142, and material/transmissive layer 146 caus-
ing display screen 140 to have a variable transparency.
[0023] Moreover, AR viewer computing platform 220
corresponds in general to AR viewer computing platform
120, in FIG. 1, and those corresponding features may share
any of the characteristics attributed to either corresponding
feature by the present disclosure. Consequently, although
not shown in FIG. 1, AR viewer computing platform 120
may include features corresponding to hardware processor
222 and memory 224 storing transparency control applica-
tion 250 and AR effects engine 254.

[0024] It is noted that in some implementations, AR
viewer computing platform 120/220 may be a modular
device, such as a smartphone or other mobile communica-
tion device, to which AR viewer 100 is communicatively
coupled, but not physically integrated. However, in other
implementations, AR viewer computing platform 120/220
may be an integrated component of device 102.

[0025] Hardware processor 222 may be the central pro-
cessing unit (CPU) for AR viewer computing platform
120/220, for example, in which role hardware processor 222
runs the firmware and/or operating system for AR viewer
computing platform 120/220 and executes transparency con-
trol application 250 and AR effects engine 254. In some
implementations, hardware processor 222 may comprise a
plurality of processing units, such as one or more CPUs and
one or more graphics processing units (GPUs). AR viewer
computing platform 120/220 can utilize transparency con-
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trol application 250 to generate tint signal 252 for use by
transparency control unit 130/230 to control the transpar-
ency of display screen 140/240. Thus, according to the
exemplary implementation shown in FIG. 2, transparency
control unit 130/230 may be configured to adjust the vari-
able transparency of display screen 140/240 based on one or
more commands in the form of tint signal 252 from AR
viewer computing platform 120/220.

[0026] FIG. 3A shows a diagram of exemplary dual-mode
AR and VR viewer (hereinafter “AR/VR viewer”) 300A
having variable transparency, according to one implemen-
tation. It is noted that AR/VR viewer 300A is depicted in a
use environment including wearer or user 310 of AR/VR
viewer 300A (hereinafter “user 310”) having eye 312 view-
ing AR and VR effects 338 (hereinafter “AR/VR effects
338”) and/or real world images 308.

[0027] As shown in FIG. 3A, AR/VR viewer 300A
includes device 302 configured to provide AR/VR effects
338 generated by AR/VR viewer computing platform 360.
Device 302 includes display screen 340A, VR shield 348A
integrated with display screen 340A, and transparency con-
trol unit 380 having user interface 326.

[0028] As further shown in FIG. 3A, display screen 340A
of AR/VR viewer 300A has user facing first surface 342
configured to receive AR/VR effects 338 and second surface
344 opposite user facing first surface 342 and configured to
receive real-world images 308. Display screen 340A also
includes material 346 causing display screen 340A to have
variable transparency. In one implementation, material 346
may be provided as a transmissive layer adjoining user
facing first surface 342 or second surface 344, or may be
integrated material of display screen 340A (as shown). For
example, when implemented as a transmissive layer, mate-
rial 346 may be applied/adhered to display screen 340A as
a layer of film. When integrated with display screen 340A,
material 346 may be dispersed throughout display screen
340A in a mixture or polymer during manufacture. For the
reasons discussed above, material 346 will hereinafter be
referred to as “material/transmissive layer 346”.

[0029] AR/VR viewer 300A may further include exem-
plary optics 304 of AR/VR viewer 300A and front facing
camera 334 for capturing images in forward direction 336
relative to user 310 of AR/VR viewer 300A. Also shown in
FIG. 3A are optional one or more photodetectors 332
(hereinafter “photodetector(s) 332”), and transparency and/
or opacity control signal 382 (hereinafter “transparency/
opacity control signal 382”).

[0030] According to the exemplary implementation shown
in FIG. 3A, AR/VR viewer computing platform 360 gener-
ates AR/VR effects 338 and provides AR/VR effects 338
downward toward optics 304, which may be implemented as
an angled half-silvered beam splitter configured to redirect
a portion of the intensity of AR/VR effects 338 to user facing
first surface 342 of display screen 340A. User facing first
surface 342, which may also be half-silvered, reflects
AR/VR effects 338 backward towards eye 312 of user 310.
Eye 312 of user 310 may also receive real-world images 308
that may be overlaid by AR/VR effects 338 to result in an
optical AR experience for user 310.

[0031] It is noted that the specific scheme depicted in FIG.
3A is merely exemplary, and is provided in the interests of
conceptual clarity. In other implementations, other optics
schemes for merging AR/VR effects 338 with real-world
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images 308 may be utilized without affecting the novel and
inventive aspects of AR/VR viewer 300A.

[0032] Display screen 340A of AR/VR viewer 300A is
configured to have a variable transparency in response to
ambient light intensity. In addition, AR/VR viewer 300A can
be selectively used in AR or VR mode due to the presence
of VR shield 348A. It is noted that VR shield 348 A, under
the control of transparency control unit 380, is configured to
be one of substantially transparent in AR mode and sub-
stantially opaque in VR mode. It is further noted that VR
shield 348A is depicted as though in a darkened, substan-
tially opaque state corresponding to VR mode merely for
illustrative purposes.

[0033] In some implementations, display screen 340A
may include material/transmissive layer 346 in the form of
a UV light sensitive material configured to vary in trans-
parency automatically in response to UV light, i.e., to darken
in response to UV light. In those implementations, and
where, as in FIG. 3A, VR shield 348A is integrated with
display screen 340A, VR shield 348A may be situated
between UV light sensitive material/transmissive layer 346
and user facing first surface 342 of display screen 340A.
Thus, in those implementations, AR/VR viewer 300A may
be used in AR mode through use of transparency control unit
380 to place VR shield 348A in a substantially transparent
state while UV light sensitive material/transmissive layer
346 responds to the presence of ambient UV light intensity
automatically without requiring control by transparency
control unit 380.

[0034] Inother implementations, transparency control unit
380 of AR/VR viewer 300A may further control the trans-
parency of material/transmissive layer 346 of display screen
340A. For example, transparency control unit 380 may
monitor the ambient light intensity using photodetector(s)
332 and/or front facing camera 334. Front facing camera 334
may be implemented as one or more RGB video cameras,
for example. Photodetector(s) 334 may include photodiodes
and/or any other suitable sensors for detecting ambient light
intensity.

[0035] As a specific example, when transparency control
unit 380 senses that the ambient light intensity has reached
or exceeded a predetermined threshold intensity, transpar-
ency control unit 380 may output transparency/opacity con-
trol signal 382 to display screen 340A to cause the trans-
parency of material/transmissive layer 346 of display screen
340A to change automatically, i.e., material/transmissive
layer 346 darkens automatically so as to make display screen
340A less transparent. By analogy, when transparency con-
trol unit 380 senses that the ambient light intensity has fallen
below a predetermined threshold intensity, transparency
control unit 380 may output transparency/opacity control
signal 382 to display 340A to cause the transparency of
material/transmissive layer 346 of display screen 340A to
change automatically, i.e., material/transmissive layer 346
becomes less dark automatically so as make display screen
340A more transparent.

[0036] In implementations in which AR/VR viewer 300A
utilizes transparency control unit 380 to control the trans-
parency of material/transmissive layer 346 of display screen
340A, material/transmissive layer 346 may take the form of
an electrochromic material configured to vary in transpar-
ency in response to an applied voltage, i.e., to become more
or less darkly tinted in response to the applied voltage. Thus,
in those implementations, transparency/opacity control sig-
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nal 382 may include a voltage signal applied to material/
transmissive layer 346 of display screen 340A by transpar-
ency control unit 380.

[0037] As noted above, transparency/opacity signal 382
may also be used to transition VR shield 348A between
substantially transparent and substantially opaque. VR
shield 348A may include a liquid-crystal material, such as a
polymer-dispersed liquid-crystal (PDLC), for example. It is
noted that the term “polymer-dispersed liquid-crystal” or
“PDLC” refers to a material in which liquid crystals dis-
persed in a polymer film align in response to an applied
control voltage, thereby causing the PDLC material to
transition between substantially opaque and substantially
transparent. Thus, in implementations in which VR shield
348A includes a PDLC, transparency/opacity control signal
382 may include a voltage signal applied to VR shield 348A
of display screen 340A by transparency control unit 380.

[0038] In some implementations, transparency control
unit 380 may be configured to adjust the variable transpar-
ency of material/transmissive layer 346 and/or the transpar-
ency or opacity of VR shield 348A based on one or more
inputs received from user 310. For example, user 310 may
utilize user interface 326 to vary the transparency of display
screen 340A manually. User interface 326 may be touch-
screen or voice activated, or may be implemented as a
mechanical device such as one or more buttons, dials,
switches, or sliders, for example.

[0039] For instance, in AR mode in which VR shield 348A
is substantially transparent, user 310 may utilize user inter-
face 326 to manually adjust the transparency of material/
transmissive layer 346, and thereby the transparency of
display screen 340A. Moreover, in some implementations,
user 310 may utilize user interface 326 to switch VR shield
348A between AR mode and VR mode, i.e., to switch the
transparency of VR shield 348 A between substantially trans-
parent in AR mode to substantially opaque in VR mode. It
is noted that, in some implementations, user 310 may utilize
user interface 326 to calibrate the transparency of display
screen 340A, for example by manually setting a preferred
default or baseline transparency level for display screen
340A, i.e., the user preferred default or baseline transpar-
ency level of material/transmissive layer 346.

[0040] FIG. 3B shows a diagram of exemplary dual-mode
AR/VR viewer 300B having variable transparency, accord-
ing to another implementation. It is noted that features of
AR/VR viewer 300B identified by reference numbers iden-
tical to those shown in FIG. 3A correspond respectively to
those previously described features and may share any of the
characteristics attributed to those corresponding features
above. AR/VR viewer 300B differs from AR/VR viewer
300A in that, in contrast to AR/VR viewer 300A, VR shield
348B of AR/VR viewer 300B is implemented as a shield
separate from display screen 340B of AR/VR viewer 300B.
That is to say, according to the exemplary implementation
shown in FIG. 3B, VR shield 348B is not integrated with
display screen 340B.

[0041] In addition, VR shield 348B and display screen
340B are independently coupled to transparency control unit
380 in the implementation shown in FIG. 3B. Thus, trans-
parency control unit 380 may be configured to provide
transparency control signal 382a to display screen 340B,
and to provide opacity control signal 3825 to VR shield
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348B. Nevertheless, AR/VR viewer 300B shares substan-
tially all of the functionality attributed to AR/VR viewer
300A, above.

[0042] FIG. 4 shows a diagram of an exemplary comput-
ing platform suitable for use with dual-mode AR/VR viewer
300A/300B having variable transparency, according to one
implementation. As shown in FIG. 4, exemplary AR/VR
viewer computing platform 460 includes hardware proces-
sor 462, and memory 464 implemented as a non-transitory
storage device storing transparency control application 470
and AR/VR effects engine 478 communicatively coupled to
transparency control application. As further shown in FIG.
4, AR/VR effects engine 478 generates AR/VR effects 438,
and transparency control application 470 generates tint/
opacity signal 472. Also shown in FIG. 4 are display screen
440, VR shield 448, transparency control unit 480 coupled
to display screen 440 and VR shield 448, transparency
control signal 482a output to display screen 440 by trans-
parency control unit 480, and opacity control signal 4825
output to VR shield 448 by transparency control unit 480.
[0043] It is noted that although FIG. 4 represents display
screen 440 and VR shield 448 as distinct features receiving
distinct respective control signals 482a and 4825, that rep-
resentation is merely provided for conceptual clarity. Thus,
display screen 440 and VR shield 448 may correspond to
either or both of respective display screen 340A/340B and
VR shield 348A/348B in FIGS. 3A and 3B. In addition,
transparency control signal 482a and opacity control signal
4825 correspond respectively to transparency control signal
382a and opacity control signal 3725, in FIG. 3B, while the
combination of transparency control signal 482 and opacity
control signal 4825 corresponds to transparency/opacity
control signal 382, in FIG. 3A.

[0044] Transparency control unit 480 corresponds in gen-
eral to transparency control unit 380, in FIGS. 3A and 3B.
That is to say, transparency control unit 480 may share any
of the characteristics attributed to transparency control unit
380 by the present disclosure, and vice versa. Moreover,
AR/VR viewer computing platform 460 corresponds in
general to AR/VR viewer computing platform 360, in FIGS.
3A and 3B, and those corresponding features may share any
of the characteristics attributed to either corresponding fea-
ture by the present disclosure. Consequently, although not
shown in FIGS. 3A and 3B, AR viewer computing platform
360 may include features corresponding to hardware pro-
cessor 462 and memory 464 storing transparency control
application 470 communicatively coupled to AR/VR effects
engine 478.

[0045] It is noted that in some implementations, AR/VR
viewer computing platform 360/460 may be a modular
device, such as a smartphone or other mobile communica-
tion device, to which AR/VR viewer 300A/400A is com-
municatively coupled, but not physically integrated. How-
ever, in other implementations, AR/VR viewer computing
platform 360/460 may be an integrated component of device
302.

[0046] Hardware processor 462 may be the CPU for
AR/VR viewer computing platform 360/460, for example, in
which role hardware processor 462 runs the firmware and/or
operating system for AR/VR viewer computing platform
360/460 and executes transparency control application 470
and AR/VR effects engine 478. AR/VR viewer computing
platform 360/460 can utilize transparency control applica-
tion 470 to generate tint/opacity signal 472 for use by
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transparency control unit 380/480 to control the transpar-
ency of display screen 340A/340B/440 and/or the transpar-
ency or opacity of VR shield 348A/348B/448. In some
implementations, hardware processor 462 may comprise a
plurality of processing units, such as one or more CPUs and
one or more graphics processing units (GPUs).

[0047] Thus, according to the exemplary implementation
shown in FIG. 4, transparency control unit 380/480 may be
configured to adjust the variable transparency of material/
transmissive layer 346 of display screen 340A/340B/440
based on one or more commands in the form of tint/opacity
signal 472 from AR/VR viewer computing platform 360/
460. In addition, transparency control unit 380/480 may be
configured to switch VR shield 348 A/348B/448 between AR
mode and VR mode, i.e., to switch the transparency of VR
shield 348A/348B/448 between substantially transparent in
AR mode to substantially opaque in VR mode based on one
or more commands in the form of tint/opacity signal 472
from AR/VR viewer computing platform 360/460.

[0048] As noted above, AR/VR effects engine 478 is
communicatively coupled to transparency control applica-
tion 470. In some implementations, tint/opacity signal 472
generated by transparency control application 470 may be
based on content included in AR/VR effects 338/438. For
example, where user 310 of AR/VR viewer 300A/300B
selects movie content for viewing in VR mode, AR/VR
effects engine 478 may communicate that selection to trans-
parency control application 470. In response, transparency
control application 470 may generate tint/opacity signal 472
instructing transparency control unit 380/480 to place VR
shield 348A/348B/448 in VR mode by rendering VR shield
348A/348B/448 opaque.

[0049] In some implementations, AR/VR effects engine
478 may receive instructions relating to tint/opacity signal(s)
472 from an application running executed content on
AR/VR viewer computing platform 360/460. For example,
the application may be a streaming video application that
launches and provides media control for video content. As
another example, the application may be a video game
application running a game engine. In some implementa-
tions, the application running the executed content may
identify opacity cues from tags associated with content (e.g.
“VR content”, “AR content”) or from cues that are embed-
ded in content metadata. Upon identification of an opacity
cue, the streaming video application may send the instruc-
tions relating to the tint/opacity signal(s) 472 to AR/VR
effects engine 478 so that commands for generating tint/
opacity signal(s) 472 may be communicated to transparency
control application 470. It should be understood that in
various implementations, transparency control application
470, AR/VR effects engine 478, and an application running
executed content may each be separate applications or may
be a single application stored in memory 464.

[0050] Furthermore, in some implementations, tint/opac-
ity signal 472 generated by transparency control application
470 may change dynamically in response to changing scenes
or events within the content included in AR/VR effects
338/438. For example, where user 310 of AR/VR viewer
300A/300B selects an AR or VR game to play, AR/VR
effects engine 478 may cause transparency control applica-
tion 470 to vary tint/opacity signal 472 in response to events
occurring dynamically within the game environment. Such
a varying tint/opacity signal 472 may result in transparency
control unit 380/480 modulating transparency control signal
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382/482a sent to display screen 340A/340B/440 and/or
opacity control signal 382/482b sent to VR shield 348A/
348B/448.

[0051] Thus, the present application discloses various
implementations of VR and/or AR viewers having variable
transparency. From the above description it is manifest that
various techniques can be used for implementing the con-
cepts described in the present application without departing
from the scope of those concepts. Moreover, while the
concepts have been described with specific reference to
certain implementations, a person of ordinary skill in the art
would recognize that changes can be made in form and detail
without departing from the scope of those concepts. As such,
the described implementations are to be considered in all
respects as illustrative and not restrictive. It should also be
understood that the present application is not limited to the
particular implementations described herein, but many rear-
rangements, modifications, and substitutions are possible
without departing from the scope of the present disclosure.

1-20. (canceled)

21. An augmented reality (AR) viewer comprising:

a device configured to provide AR effects;

a display screen having a user facing first surface and a

second surface opposite the user facing first surface;
a transmissive layer adjoining one of the user facing first
surface or the second surface of the display screen;

wherein the user facing first surface is configured to
receive the AR effects from the device, and the second
surface is configured to receive real-world images;

wherein one of the display screen or the transmissive
layer is configured to have a variable transparency and
vary in transparency automatically in response to ambi-
ent ultraviolet (UV) light.

22. The AR viewer of claim 21, wherein the one of the
display screen or the transmissive layer comprises an ultra-
violet (UV) light sensitive material.

23. The AR viewer of claim 21, wherein the device is
configured to control the variable transparency of the one of
the display screen or the transmissive layer.

24. The AR viewer of claim 23, wherein the one of the
display screen or the transmissive layer comprises an elec-
trochromic material.

25. The AR viewer of claim 23 further comprising:

at least one of a photodetector or a front facing camera;

wherein the device is configured to adjust the variable

transparency of the one of the display screen or the
transmissive layer automatically, based on an intensity
of the ambient UV light detected by the at least one of
the photodetector or the front-facing camera.

26. The AR viewer of claim 23, wherein the device is
configured to adjust the variable transparency of the one of
the display screen or the transmissive layer based on an input
received from a user of the AR viewer.

27. The AR viewer of claim 23, wherein the device is
communicatively coupled to a hardware processor config-
ured to generate the AR effects, and wherein the device is
configured to adjust the variable transparency of the one of
the display screen or the transmissive layer based on com-
mands received from the hardware processor.

28. The AR viewer of claim 27, wherein the hardware
processor is part of a mobile communication device.

29. The AR viewer of claim 27 wherein the hardware
processor is an integrated component of the device.
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